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Abstract— The need for storing semi-structured and  unstructured data has led to the rise of new kind of databases called NoSQL 
databases. This is due to the need of the storage needs of todays data which is schema less. NoSQL databases are very much suiting the 
needs of different aspects of storage and retrieval. The IT industry is going through a paradigm shift, where the entire scenario of storing 
and retrieval  of information  is moving towards NoSQL Databases.  The medical industry has no exception, where the health care records 
mainly the medical images need a better data model for storage and retrieval. The need of the hour is to find a better suiting NoSQL 
`Database. This paper aims in studying the different NoSQL databases in the light of medical images. 

Index Terms— MongoDB, Cassandra, Chunked Storage, Cloud Computing, Medical images, NoSQL databases.   

——————————      —————————— 

1 INTRODUCTION                                                                     

Storage and retrieval of medical images is very crucial in med-
ical informatics. There is a dramatic change in the methodolo-
gy of data storage in the past decade in every area. Healthcare 
informatics is no exception. Medical images are part and par-
cel of health informatics where each therapeutic procedure has 
at least one medical image involved. Medical imaging tech-
nologies are very important and it plays a vital role in medical 
diagnostics and therapeutics. So due to these experts predict a 
substantial increase in the volume of Medical images stored in 
the near future. It is estimated that in the future, 30% of 
world’s storage will be related to health informatics, and 
mainly the medical images.  Research forecasts that the market 
for medical imaging systems will grow to $49 billion in 
2020.[3]. Medical imaging systems can be classified as either 
basic modalities such as general X-ray, mammographic X-ray, 
and ultrasound, or advanced modalities such as computed 
tomography, magnetic resonance (MR), and molecular imag-
ing.it is expected to reduce the complexity and cost of storage 
of medical images.[4] Having this in mind, it is necessary to 
find a better solution which will be helpful in effective archiv-
ing of the medical images. The volume of medical images 
stored has exceeded 1 exabyte  mark today , which takes  med-
ical imaging into Big Data territory.[5]"  
Different technologies are evolving and gaining acceptance to 
support the handling of large amount of data. This change, 
where medical images are slowly coming under the big data 
category.[6,7]. NoSQL (Not only SQL) is one such where the 
change in the storage needs led to the rise of NoSQL (Not only 
SQL) Databases. These are open source databases. databases,  
such as Cassandra,HBase, MongoDB, Redis. These open 
source databases are capable of handling large amount of un-
structured data and semi structured data. It also provides high 

performance. These databases are being rapidly adopted by 
industry and research fraternity. Medical Images which comes 
under unstructured data, can easily be stored using NoSQL 
databases. In this paper we compare the performances of two 
NoSQL databases, MongoDB and Cassandra with respect to 
storing of medical images.  
This paper is structured as follows: In Section II the related 
work in the area of storage and retrieval of images using 
NoSQL databases is discussed. In section III we present the 
need for NoSQL databases and the advantages of storage of 
images using NoSQL. We also discuss the two types of NoSQL 
databases and their various functionalities. Further in section 
IV we present the details of our implementation in MongoDB 
and Cassandra. We present performance graphs. Finally sec-
tion V presents our conclusions and future work. 

2 Literature Survey 
NoSQL is becoming adopted by the industry. It has been 

compared with its RDBMS counterparts under various scien-
tific and research contexts [9,13] . 

A CouchDB based medical archiving system was developed 
Rascovsky et al. The authors suggest that document databases 
are highly suitable to store, retrieve and query DICOM files. 
Also the metadata of DICOMM images can be better stored in 
Document databases.[10,13] 
In [13] Luís A. Bastião Silva et al, compared MongoDB and 
CouchDB in storing and retrieving medical images, where the 
performances of MongoDB was better than CouchDB. 
In our previous work we had compared the storage and re-
trieval of Medical images in MYSQL and MONGODB[11]. It 
was proved in [11] that the performance of MongoDB was 
better than MySQL . Also NoSQL is better and well suited for 
storing unstructured . Medical images are stored using PACS 
which is a RDBMS based solution. In [10,11] the various dis-
advantages of storing medical images in a RDBMS based arc-
hive is discussed.  Also in our previous work, MongoDB, a 
NoSQL based Document database was proved better. So we 
decided to compare the various NoSQL databases in the con-
text of medical images.  
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The NoSQL databases are very much suitable for storing im-
ages of larger size. The time has come where the medical im-
age providers are moving to the cloud for their storage 
needs[15]. Cloud based medical image processing systems are 
picking up. So far the whole scenario of medical imaging is 
based on RDBMS[10,11] which would be a bad fit for the 
cloud. [16,17]. It is needed to find a better NoSQL database 
which will effectively store Medical Images. So in this paper 
we compare the performance of two NoSQL databases.   

3 NOSQL DATABASES TO STORE MEDICAL IMAGES 

NoSQL databases are non  relational databases which do not 
follow a strict schema. They follow a very different data mod-
el. NoSQL databases have several advantages where it has a 
more flexible data model. Unlike RDBMS where rigid schema 
is required, NoSQL databases can store any type of data that 
includes data that can be either structured, semi-structured, 
and unstructured data. 
 NoSQL Databases are advantageous over RDBMS i) The data 
is available with redundancy across one or more locations. ii) 
It can run over multiple data centers and its cloud enabled. iii) 
it has very good write speed and low latency query speed iv) 
Supports scale-out architecture where it is possible to add 
more processing power and storage capacity can be increased.  
It is highly scalable. 
It is difficult for a Single machine to hold huge data, whereas a 
cluster of inexpensive hardware can be leveraged to hold huge 
amounts data. This data has to be stored and processed effec-
tively and efficiently. Three key goals emerged to achieve this: 
* Data need to be stored in a networked file system which 

can be moved to many machines, rather than a centralized 
system as in RDBMS. Huge files can be chunked and 
stored in multiple nodes. 
* Data should be stored in a schema free structure or it 

should possible to change schemas without much al-
teration. 

* Data need to be processed in a way that computations 
on it can be performed as isolated subsets and then 
combine to generate the desired output. 
By moving Computation to data it is possible to stop 
the movement of huge amounts of data being trans-
ferred across the network and leads to better band-
width utilization.  

To achieve this several NoSQL databases evolved. There are 
different categories of NoSQL databases viz. i)Key-Value Da-
tabases ii) Columnar databases iii) Document databases. iv) 
Graph Databases. There are many popular NoSQL databases 
in each type. In these four types, the existing related work is 
based on Column databases   and Document databases. So we 
have compared the efficiency of storage and retrieval of medi-
cal images with one column database and Document Data-
base. 

3.1 Column Databases 
Column databases have existed in many forms, but they made 
a re-entry to the IT world by Google. Google came up with Big 
Table. Google needed a schema-less Database to store unstruc-
tured and semi-structured data in large scale that helps in 

Google’s search engine, other big data efforts by Google. All 
Google’s products deal with huge data and Column family 
stores are versatile in storing huge data. 
Column-oriented databases are very much widely used 
among the non-relational databases. It started with Google 
and many social networking companies like Facebook, Linke-
dIn, and Twitter developed their own version of it which 
started the  NoSQL revolution .  

Column Databases in storing Medical Images 
Schema definitions are not very strict in a Column-oriented 
database where it can accommodate new columns as needed. 
In a column-oriented store, a column-family is a set of col-
umns grouped together and Columns in a column-family are 
logically related to each other. A column-family is pre-defined, 
but not the columns. Relevant columns are added when it en-
ters the system. A Column-family members will be physically 
stored together which aids in faster retrieval when we need to 
read data with similar characteristics in the same family.  
In RDBMS we need to define the type of data which the Col-
umns can store. It is not so in Column-families, no limitation; 
where a column database can contain any number of columns, 
which can store any type of data. The data should be persisted 
as an array of bytes. Null values are not stored at all.   
Column databases can be thought of RDBMS tables with spe-
cial properties, but with a difference, a column database can 
easily scale out .[3] 

Cassandra – A Column Database 
Cassandra is a distributed storage system for developed by 
Facebook. Cassandra is used by the largest social networking 
platform Facebook, that serves hundreds of millions users at 
peak times using tens of thousands of servers located in many 
data centers around the world. The database system should be 
reliable, efficient and support continuous growth. It is needed 
for the platform needs to be highly scalable. 
Cassandra meets the reliability and scalability needs de-
scribed. [4] 
Cassandra system was designed to run on cheap hardware 
and handle high write throughput while not sacrificing read 
efficiency. 
Managing very large amounts of structured data spread out 
across many commodity servers, and to provide highly avail-
able service, is done by Cassandra.[18] 
There are many key characteristics of Cassandra that makes it 
Ideal for many Modern Online Applications [3] 
• Massively scalable architecture - Cassandra has a master less 
peer to peer design where every node is the same as the other, 
which provides operational simplicity and easy scale out ca-
pabilities. 
All Cassandra nodes are active everywhere, Irrespective of 
their Location the nodes may be written to and read. from no 
matter where they are located. 
• Cassandra has a performance which is scales Linear. Addi-
tional nodes increases performance that is an addition one 
node doubles the performance. If one node can do 100K trans-
actions/sec, Two nodes will deliver 200K transactions/sec, 
and eight nodes, 800K transactions/sec.[21] 
• Cassandra offers Continuous availability, where both func-
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tions and data are replicated and there is no single point of 
failure. 
• Failed nodes can be detected and recovered easily using the 
peer to peer mechanism. 
• Cassandra supports a very flexible and dynamic data model. 
It can store any type of data from structured to unstructured 
data. 
• Transactions are eventually consistent. 
• It provides good cross and Multi-data center replication – It 
also excels in  Multi-cloud availability for writes/reads. 
• Data is compressed up to 80% without much performance 
overhead and thereby storage costs are reduced.. 
Since Cassandra has high throughput and can handle images, 
we consider Cassandra to store our medical images. 
3.2 Document Databases[4] 
Document databases store data as documents. These docu-
ments are stored as an object and uses a structure similar to 
JSON(JavaScript Object Notation).Each JSON document is an 
Object. A set of records can be aggregated into a single docu-
ment/object in a document database. This helps in building a 
flexible data model. It also aids in efficiently distributing the 
aggregated documents with high read and write performance. 
Even Document databases do not need strict schema defini-
tions. This is helpful in modeling unstructured and polymor-
phic data.  
Most document stores group documents together in collec-
tions. [7]. Document collections can be used in many ways to 
manage large document stores. They can serve as ways to na-
vigate document hierarchies, logically group similar docu-
ments, and store business rules such as permissions, indexes, 
and triggers. Collections can contain other collections. Flexibil-
ity comes with using a document store: allowing collections to 
have collections. 

MongoDB- A Document Database 
MongoDB is a document Database; The documents are 
grouped together as collections. Collections are similar to rela-
tional tables.  
 MongoDB uses a  BSON format to store documents. BSON is 
a binary way of JSON-type representation. Here the structure 
is similar to a nested set of key/value pairs. BSON supports 
more data types like regular expression, binary data, and date.  
BSON is helps in storing and exchanging data; Also BSON 
helps in describing the contents in a given document. Due to 
this it is not needed to specify the structure of the document in 
advance. JSON can be regarded schema less as the documents 
can be updated individually or changed independently of any 
other documents. The performance of MongoDB is enhanced 
due to BSON.  It even makes the processing and searching 
faster.  BSON stores data in Binary and all objects in BSON is a 
set of  key/value pairs. Each document in MongoDB is identi-
fied using a unique identifier called the _id key. 
Since MongoDB can handle Binary data and its effectiveness 
in storing images[11], we have considered MongoDB for sto-
rage of medical images. 

4 STORAGE OF MEDICAL IMAGES IN CASSANDRA AND 
MONGODB 

Digital Medical Images are obtained from different modalities 
and devices like Color flow Doppler, Computed radiography, 
Computed tomography, Digital Subtraction Angiography, 
Digital Radiography, Mammography, Magnetic Resonance, 
MRI, Nuclear Medicine, Positron Emission Tomography – 
PET, Ultrasound, X-Ray, etc. They are stored in DICOM (Digi-
tal Imaging and Communications in Medicine) format. DI-
COM is a software integration standard used in Medical Imag-
ing. All modern medical imaging systems (AKA Imaging 
Modalities) Equipment like X-Rays, Ultrasounds, CT (Com-
puted Tomography), and MRI (Magnetic Resonance Imaging) 
support DICOM and use it extensively.[19,20] These images 
are very huge. The size of an MRI with high-resolution is more 
than 100MB. These DICOM images also store demographic 
data of the images. [20] The storage of these images and re-
trieval is becoming a challenge. Also the health care informat-
ics are slowly moving to the cloud environment, where the 
storage and maintenance are taken care by the cloud provid-
ers.[14,15] As discussed in [1,11], RDBMS based storage of 
medical images will be a bad fit. To overcome the disadvan-
tages of RDBMS, Two NoSQL databases, MongoDB and Cas-
sandra are used to store the Medical images.  

4.1 Experimental Setup 
The test environment had following configuration: The ma-
chine was running on Windows – operating system version 10 
Pro 64-bit. Processor: Intel Core i5-4670K CPU @ 3.40 GHz, 4 
Cores, 4 Logical CPUs, Memory: 8 GB RAM. The MongoDB 
version was 3.2 and Cassandra version was 2.6. The study was 
done using JAVA. The images were stored in Cassandra and 
in MongoDB. In both Cassandra and MongoDB the image is 
divided into smaller parts or chunks and stored.The Storage 
and retrieval times of images of sizes ranging from 5 MB to 
100 MB was taken for this study. The time complexity for stor-
ing and retrieving medical images in both MongoDB and Cas-
sandra was recorded and the results are shown in Fig. 1 and 
Fig. 2.  

4.2 Chunked storage in Cassandra 
Storing large images in Cassandra with single set operation is 
difficult, as it creates heap pressure and hotspots. To store a 
file under a single key and column creates performance bot-
tlenecks as the streaming capability is designed around small-
er objects. To overcome this limitation, Cassandra allows large 
objects to be broken into small parts and storing the parts 
across multiple columns. The chunk size can be specified in 
bytes.This can be done by using the utility Astyanax which 
splits up large objects into multiple keys and can fetch them 
parallel. A basic cassandra chunked provider is provided with 
Astyanax. .[22,23] First a chunked provider is created  
To create a  chunked provider.  
  ChunkedStorageProvider provider  
    = new CassandraChunkedStorageProvider(     
         keyspace, 
         "data_column_family_name"); 
 
To store an object 

IJSER

http://www.ijser.org/


International Journal of Scientific & Engineering Research, Volume 7, Issue 8, August-2016                                                                                        530 
ISSN 2229-5518 

IJSER © 2016 
http://www.ijser.org  

 
Fig-1 

0
0.5

1
1.5

2
2.5

3
3.5

4
4.5

0 20 40 60 80 100 120

Ti
m

e 
in

 se
co

nd
s

Size in MB

Storing

MongoDB Cassandra

 
Fig-2 

0

0.2

0.4

0.6

0.8

1

1.2

0 5 10 15 20

Ti
m

e 
in

 se
co

nd
s

Size in MB

Retrieving

MongoDB Cassandra

The ObjectWriter will break up the file into chunks and push 
them to cassandra from multiple threads 
ObjectMetadata meta = ChunkedStorage.newWriter(provider, 
objName, someInputStream) 
    .withChunkSize(0x1000)     
    .withConcurrencyLevel(8)  
    .withTtl(60)           
    .call(); 
To Read an Object 
The file is read directly into an OutputStream. The Objec-
tReader handles parallelizing and randomizing the requests in 
batches.  
ObjectMetadata meta = ChunkedSto-
rage.newInfoReader(provider, objName).call(); 
ByteArrayOutputStream os = new ByteArrayOutput-
Stream(meta.getObjectSize().intValue()); 
meta = ChunkedStorage.newReader(provider, objName, os) 
    .withBatchSize(11)        
    .withConcurrencyLevel(2)  
    .call(); 

4.3  Chunked storage in MongoDB 
The Image will be chunked and stored in MongoDB. Mon-
goDB keeps track of the chunks and retrieves the same. The 
user need not keep track of the details. MongoDB can thus 
handle large medical images images. GridFS(Grid File Sys-
tem): This is a powerful feature in MongoDB which can han-
dle large binary files. Binary files including videos, images, 
PDFs, etc. can be stored using GridFS. GridFS can easily han-
dle files that exceed 16 MB.GridFS allows large binary files to 
be chunked by breaking the files into smaller files called 
“chunks” and stores in MongoDB. Each chunk can be handled 
independently. GridFS uses two collections to save a file to a 
database. One collection stores the file chunks, and the other 
stores file metadata. 

 5 CONCLUSION AND FUTURE WORK 
The result indicates that the time complexity of Cassandra is 
less when compared with MongoDB for smaller files. But as 
the file size increases time complexity of MongoDB remains 
constant comparatively, so for larger file MongoDB seems to 
be better candidate. In Cassandra the time increases propor-
tionally with size of the file. We propose both MongoDB and 
Cassandra may be suitable to store Large Medical images. But 
MongoDB will be a better candidate.  

Since Medical images are moved the cloud and NoSQL 
bases are highly suitable for storing data in the cloud, In  fu-
ture we propose to study storing of Medical images using 
MongoDB database in the distributed cloud environment. 
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